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Abstract. The phenomenon of big data makes managing, processing,
and extracting valuable information from the Web an increasingly chal-
lenging task. As such, the abundance of user-generated content with
opinions about products or brands requires appropriate tools in order
to be able to capture consumer sentiment. Such tools can be used to
aggregate content by means of sentiment summarization techniques, ex-
tracting text segments that reflect the overall sentiment of a text in a
compressed form. We explore what features distinguish relevant from ir-
relevant text segments in terms of the extent to which they reflect the
overall sentiment of conversational documents. In our empirical study on
a collection of Dutch conversational documents, we find that text seg-
ments with opinions, segments with arguments supporting these opin-
ions, segments discussing aspects of the subject of a text, and relatively
long sentences are key indicators for text segments that summarize the
sentiment conveyed by a text as a whole.

1 Introduction

In the last decade, the World Wide Web has exponentially grown to a network
with more than 555 million websites and over 2 billion users worldwide [11]. The
Web has become an influential source of information with an increasing share of
user-generated content (UGC) from many contributors. This content has taken
many different forms, such as forums, wikis, (micro)blogs, review sites, podcasts,
or parts of a website, e.g., reviews on Amazon.com or Booking.com. Amongst
all this content are many opinions which can carry a specific sentiment, for ex-
ample about products, brands, or politics. People complain or recommend what
products or services to buy or not to buy, which movies to see, or what places
to go to. Consequently, the Web as a medium has become a strong influencer of
purchasing decisions and a platform that reflects consumer preferences, which is
interesting for both consumers and producers.



However, it has become difficult to use the Web as a helping hand for making
decisions, as it has become much harder to keep track of all available data online.
Today’s data is often unstructured, scattered all over the Web, and expanding
extremely fast. This phenomenon is also referred to as big data [7]. There is
simply too much information to process, as well as a lack of filters to extract the
parts that are relevant and informative with respect to one’s requirements.

This situation has led to a great need for aggregation for a better information
overview and making big data insightful and eventually profitable. Fortunately,
there are ways to accomplish aggregation of opinions by means of sentiment
summarization. Whereas sentiment analysis computes a score to indicate the
attitude people have towards a certain topic, sentiment summarization takes it
one step further by extracting the most important text fragments that suffi-
ciently represent the sentiment of the text as a whole. In this light, sentiment
summarization could help consumers to quickly discover the pros and cons of
products and services and it could support companies with brand monitoring
and customer relationship management.

Existing work in the field of sentiment summarization identifies relevant text
fragments by using one or just a few characteristics (features), such as product
aspects [3, 6, 12–14], intensity [6], or a fragment’s position within a document [2].
In our current work, we take a much broader approach, attempting to learn about
the relative importance of a larger set of features. Additionally, rather than fo-
cusing on automatic detection of features, we let users annotate features in order
to find out which features apply to a specific summary. Another distinctive factor
in our study is our focus on conversational documents about a brand, taken from
forums, whereas many existing studies use opinion-focused documents like movie
reviews or restaurant reviews. Conversational documents are texts that have the
characteristics of a dialogue, for example texts in which people ask or answer
questions, give comments, or express complaints. Conversational documents are
typically found on forums and social media platforms.

The remainder of this paper is structured as follows. Section 2 discusses
related work on sentiment summarization. Section 3 discusses the features we
consider as proxies for the relevance of sentences in terms of the extent to which
they reflect the overall sentiment of a text. Section 4 discusses our method for fea-
ture evaluation of sentiment summaries. The evaluation of the proposed method
is discussed in Section 5. Finally, we present our conclusions and directions for
future work in Section 6.

2 Sentiment Summarization

Sentiment analysis typically aims to examine “what other people think” about a
specific entity or topic [9, 10] and allows for determining a score for the polarity
of text. These sentiment scores are important for sentiment summarization, as
the aim here is to extract text fragments that reflect the overall sentiment of a
text, while using less words than the original text. The key to generating such a
summary is distinguishing relevant sentences from irrelevant sentences.



Existing work is typically focused on sentences that discuss aspects of a topic
and often summarize sentiment found in reviews. For instance, Blair-Goldensohn
et al. [3] present a sentiment summarizer for user reviews of local services like
restaurants or hotels. Their method extracts the snippets from the text that
include sentiment-carrying text. The snippets are then examined on the presence
of service aspects, such as the food, service, or price. Subsequently, the sentiment
per aspect is aggregated, based on the snippets that include these aspects. Blair-
Goldensohn et al. [3] observe that most services share similar basic aspects and
that acceptable summaries can be created when guiding the selection process
of text fragments by the presence of topic aspects in these fragments. However,
other work has shown that other features have their merit too [2, 6].

Lerman et al. [6] propose several sentiment summarizers that include various
summary features. One of the used features besides aspects is the intensity of
a text fragment, capturing the magnitude of its conveyed sentiment. Another
considered feature is the mismatch of a text fragment, which measures the dif-
ference between the sentiment of the fragment and the known overall sentiment
of the topic. The results of this study indicate that none of the proposed sen-
timent summarizers is strongly preferred over any other. However, users prefer
summarizers that account for aspects and sentiment over those that do not.

Beneike et al. [2] aim to extract a single fragment from a movie review that
reflects the sentiment of the author towards the movie. This fragment is referred
to as a quotation. Beneike et al. [2] show that three features appear to be pre-
dictive of whether a text fragment is chosen as a quotation. The first feature is
the location of the fragment within the paragraph. Quotations occur most often
at the ends of paragraphs. The second feature is the location of the fragment
within a document, often early in the document or the final 5% of the text. The
third feature is the word choice. In quotations, the most used words often express
emotion directly and/or are interchangeable with the topic, e.g., a reviewer with
a positive opinion on a movie may refer to the movie as “a piece of art”.

As such, existing work only considers few features as proxies for the relevance
of a text fragment for a sentiment summary. Existing work shows only few com-
mon denominators in considered features, with one of the most widely used
features being the discussion of certain aspects of a topic. We aim to investigate
which of the existing as well as new features can identify relevant fragments for
sentiment summaries. In addition, the focus of our work is on conversational doc-
uments captured by forum messages, which differ from the reviews typically used
in existing work in that they are less explicitly focused on expressing opinions
and in that they are structured as conversations rather than as single messages.

3 Selecting Features for Sentiment Summarization

In this research, we perform a user-based evaluation of summary sentences and
various summarization features. Users evaluate these sentences in terms of the
extent to which they would fit in a summary reflecting the sentiment conveyed
by the text as a whole. The features we explore in this research are listed below.



1. The sentence contains an opinion about the topic.
2. The sentence is rather positive or rather negative (high intensity).
3. The sentence includes one or more (sub)aspects of the topic.
4. The sentence is part of the introduction of the document.
5. The sentence is part of the conclusion of the document.
6. The sentence contains an adjective.
7. The sentence contains an adverb.
8. The sentence addresses an event or experience described in the document.
9. The sentence contains an advice or recommendation.

10. The sentence contains an argument supporting an opinion, vision, or state-
ment in the document.

11. The sentence contains or is part of a comparison in the document.
12. The sentence contains words that are also present in the document title (with

the exception of definite and indefinite articles).
13. The sentence contains a list or sequence.
14. The sentence is relatively long.
15. The sentence is relatively short.

Some of these features are inspired by existing work, discussed in Section 2,
in order to be able to validate existing results on conversational documents.
Yet, most of our considered features are contributions of our current endeavors.
We include feature 8, as we hypothesize that discussions of events are relevant
on forums, because people tend to use forums to complain about something,
which is typically a recent experience or event. Feature 9 is considered, because
we hypothesize that a recommendation can be important for a summary. For
example, an advice may reflect or be supported by someone’s sentiment towards
the brand. Similarly, arguments can further motivate an opinion or statement,
thus rendering feature 10 an interesting feature. In this light, we also consider
feature 11, as people tend to motivate why they favor one brand over another
in a comparison. Additionally, feature 12 is included, because the subject of
forum conversations is typically mentioned in the title of a document. Titles
may hence form a concise representation of the most important message of a
document and may thus be useful in identifying relevant fragments in the body
of a document. Feature 13 is included as people tend to list their complaints and
possible advantages or disadvantages. Last, features 14 and 15 are included in
order to determine whether relevant summary sentences are typically relatively
long or short sentences.

4 Feature Evaluation for Sentiment Summarization

In order to support our current research goals, we propose a method for Feature
Evaluation for Sentiment Summarization (FESS). The goal of this method is to
collect user evaluations of sentences with respect to the relevance of the sentence
for inclusion in a sentiment summary. By doing so, we aim to find out which
features are good indicators for the relevance of a sentence. In the following
sections, we first present an overview of our method design. Then, we elaborate
on the implementation of our method.



Fig. 1. A schematic overview of our proposed method.

4.1 Method Design

Figure 1 demonstrates the design of our proposed method. FESS consists of four
main steps. First, we prepare the inputs for the second step, in which we collect
evaluations for these inputs from human raters. We then process these ratings
and analyze the results in order to be able to provide recommendations on which
types of features to use in sentiment summarizers for conversational documents.

Input The first step of our method is intended to provide input to the second
step in which we retrieve user evaluations. The first input we collect is a set of
documents, crawled from the Web and filtered on several specific characteristics,
e.g., the topic and the source of the document. Our method supports several
types of conversational texts, e.g., tweets, comments, or forum posts.

The second input consists of candidate summary sentences. A collection of
such sentences is generated for every single document in our collection. In order
to do so, we first preprocess the text by detecting sentences and words. After
preprocessing, we select summary candidates by flagging (marking) sentences
that are likely to contain one or more of our considered summary features. Sen-
tences may carry multiple flags. For every document, we then select a predefined
number of summary sentences that are randomly selected from a collection of
candidate sentences. Flags may be taken into account in this process in order to
ensure that no features are under-represented in the final selection.



Last, a list of considered features of sentences is required as an input for the
rating phase. We propose to use the features detailed in Section 3. When rating
the selected sentences with respect to the extent to which they are relevant for
inclusion in a summary, users can annotate these sentences for the presence or
absence of our considered features.

Rate In the rating process, all documents, summary sentences, and features are
presented to human raters. We propose to divide users into groups in order to
spread the time-consuming evaluation work among users. Each group of raters is
presented a unique set of documents, with several summary sentence candidates
per document. The evaluation scores can be saved for further processing.

The interaction model of FESS for collecting feature evaluations is composed
of four steps. First, users are presented a random document related to a prede-
fined topic, e.g., a document relevant for a search query for a brand. After having
read the document, users are presented a potential summary sentence extracted
from the same document. Subsequently, we ask users to classify the sentiment
conveyed by the document as well as the sentiment conveyed by the sentence.
Here, one can consider classes like negative (−1), neutral (0), and positive (1).
Additionally, we ask users to evaluate the relevance of this sentence in terms
of the extent to which it summarizes the sentiment conveyed by the document
as a whole. This can be done by means of binary classification or by means of
classification on an ordinal or continuous scale that can be mapped to binary
classes. Subsequently, the users are asked to select the features applying to this
specific sentence from a list.

Process In the processing phase of our method, the evaluation data is trans-
formed into a collection of data points, where each data point represents a single
summary sentence with the evaluation scores for the document sentiment, the
summary sentiment, the summary relevance score, and a binary representation
of features, indicating whether the users selected these features (1) or not (0).
In order to generate these data points, the user ratings for each sentence are ag-
gregated. Sentiment evaluations are averaged over all raters, whereas majority
voting is applied to both the (binary) relevance scores and the features.

Analyze The collection of data points thus obtained can subsequently be an-
alyzed in order to identify important proxies for the relevance of a sentence in
a sentiment summary. First, we propose to use the collected data in order to
determine the information gain [8] of each considered feature with respect to the
binary classification of the relevance of our evaluated sentences. As an alternative
method, we propose to use a feature selection method in order to identify the
most informative subset of features, by considering the predictive power of each
individual feature along with the degree of redundancy between the features [5].
Subsets of features that are highly correlated with the class while having low
inter-correlation are preferred. In order to validate the results, we propose to
perform stratified 10-fold cross-validation on these analyses.



4.2 Implementation

We have implemented our method using programming languages ASP.NET and
C# in combination with an SQL database. As depicted in Fig. 1, each step of
our framework is performed by a separate application.

Input In order to provide inputs for the rating process, we have developed the
InputGen Application, which collects documents, selects candidate summary
sentences, and provides a list of considered features. In the document collection
step, our implementation focuses on crawling popular Dutch forums for mes-
sages about Ziggo, a national media and communications services provider in
the Netherlands. We filter the data for documents with a maximum length of a
predefined number of characters. All documents are saved into a database.

Sentences that are potential candidates for inclusion in a sentiment sum-
mary are selected by the InputGen Application by first tokenizing the text into
separate sentences and words. Then, we create a sub-collection of candidate
sentences for each document and automatically flag the sentences, when they
include a feature from a subset of features we scan for in advance. The collection
of candidate sentences is retrieved by automatically filtering sentences with a
predefined minimum amount of words. We make use of this minimum in order
to filter out the majority of presumably meaningless short sentences.

Additionally, we automatically flag sentences that match the criteria of some
of our features, such that features are as well-represented as possible in our selec-
tion of candidate sentences. The first feature we explicitly look for in sentences
is the presence of aspects of our topic. In our application, sentences that contain
words matching a pre-compiled list of lexical representations of aspects of our
topic are flagged for this feature.

Another feature we explicitly look for is whether sentences are part of a
conclusion. In order to accomplish this, we flag sentences in the last 25% of a
document as being part of a conclusion. By doing so, we assume that conclusions
typically occur at the end of the relatively short documents in our collection.

A third feature our application automatically scans for is sentences with high
intensity, as high intensity often signals a strong presence of opinion. To this end,
our application scores the sentences in our documents for their conveyed senti-
ment and assumes high absolute sentiment scores to signal high intensity. The
sentences in our data set are analyzed for the sentiment conveyed by their text by
means of an existing framework for lexicon-based sentiment analysis [1], which
is a pipeline in which each component fulfills a specific task in analyzing the
sentiment of a document. It first prepares documents by cleaning the text and
performing initial linguistic analysis by identifying each word’s part-of-speech
as well as by distinguishing opinionated words and their modifiers from neu-
tral words. Sentences are subsequently scored by sum-aggregating the sentiment
scores of its opinionated words, while accounting for their modifiers, if any.

Except for collecting documents and automatically selecting candidate sum-
mary sentences, our InputGen Application also enables one to specify a list of
considered features. These features can be manually added through an interface.



Fig. 2. Rating Application user interface.

Rate After providing all the necessary input, we let users evaluate the selected
summary sentences. First, users are assigned a group number, which they can fill
in at the start screen. The set of documents and summary sentences presented
to a user depends on the group number. Users provide their ratings through the
Rating Application, depicted in Fig. 2.

On the left hand side, we display a document. On the right hand side, we ask
the user to rate the given document and a selected sentence (displayed in the
upper right corner) for sentiment and relevance with respect to sentiment sum-
marizations, as well as to select the features that apply to the selected sentence.
In our current endeavors, we only focus on the relevance score and the features –
sentiment scores, which can be either negative, neutral, or positive, are collected
for future research purposes. The relevance of candidate summary sentences can
be scored as either very irrelevant, irrelevant, relevant, or very relevant, yet these
scores are mapped to relevant and irrelevant in the processing phase.

Process In order to transform the evaluation data from the rating phase into
usable data, our Process Application first retrieves all evaluations from our
database. Then, we generate data points by applying the majority rule, as de-
tailed in Section 4.1. The data thus generated is saved in a format that allows
for easy analysis in our application.



Analyze The analysis of our data is performed by means of the Weka software
package [4]. We compute the information gain using the InfoGainAttributeEval
method and we select subsets of the most relevant features using the CfsSub-
setEval method combined with the ExhaustiveSearch method. Both analyses are
performed with stratified 10-fold cross-validation.

5 Evaluation

Following the method described in Section 4, we have performed an empirical
study in order to determine relevant features for sentiment summarization of
online conversational documents. The experimental setup and results of this
study are detailed below.

5.1 Experimental Setup

In our current endeavors, we focus on a set of 60 Dutch forum posts about the
Dutch company Ziggo. We limit the size of the documents in our set to 2,500
characters. The minimum length of a candidate summary sentence is assumed
to be five words. For each of our 60 documents, we select candidate summary
sentences to be presented to users.

Ideally, we would present all sentences to a user. However, this would ren-
der the human evaluation phase a very time-consuming process. Therefore, we
present each user only seven sentences per document, i.e., two sentences flagged
for the aspects feature, one sentence flagged for intensity, one sentence flagged
for being part of a conclusion, and three random sentences. Through this pre-
selection process, we aim to reduce the risk of features being under-represented
in the final selection.

For our evaluations, we divide our collection of 60 Dutch conversational doc-
uments and their associated candidate summary sentences (seven per document)
into three equally-sized groups. Each group of documents is rated by a group of
three human annotators. As such, we have nine human raters that evaluate 20
documents each, with seven summary sentences per document. This yields a to-
tal of 1,260 ratings, which are represented by 420 data points. These data points
represent the evaluations of our human annotators for each of our considered
sentences, as determined by means of majority voting.

5.2 Experimental Results

By using our application, we have collected user evaluations of seven candidate
summary sentences for each of our 60 documents. The distribution of the features
over our data set, according to our human annotators, is visualized in Fig. 3.
Most features appear to be sufficiently represented in our data. The comparison
and sequence features do however appear to be very rare in our data.

When we analyze the features in our data set in terms of their associated
information gain, we can clearly distinguish useful from less useful features.



Fig. 3. Distribution of features over our data set.

Figure 4 suggests that in our data, three features contain relatively much infor-
mation that can be used to distinguish relevant from irrelevant text fragments
for sentiment summaries. Aspects provide the highest information gain, closely
followed by sentences that are relatively long and sentences that carry opinion.



Fig. 4. Information gain of our considered features, averaged over 10 folds.

Fig. 5. Relative frequency of selection of our considered features in 10 folds.



Conversely, three features seem to have a rather marginal relevance, i.e., conclu-
sion sentences, sentences with lists, and sentences that are part of a comparison.
This may be related to their relatively low frequency in our data set.

Another analysis, in which we apply a feature selection method in order
to identify the most informative subset of features in each of our 10 folds by
considering the predictive power of each individual feature along with the degree
of redundancy between the features [5], we obtain similar results. Figure 5 shows
that four features are always selected, i.e., sentences with opinions, sentences
with aspects, sentences with arguments, and long sentences. Sentences containing
adverbs and sentences containing words that also occur in the title of a document
are selected relatively often, yet not in all cases.

As such, our results indicate that, according to our human annotators, four
features are relatively important proxies for a text fragment’s relevance in senti-
ment summaries of conversational documents, i.e., fragments discussing aspects
of a text’s subject, fragments that are relatively long, fragments with opinions,
and fragments containing arguments supporting these opinions. Especially fea-
tures referring to arguments and long text fragments are remarkable, as they
are, to the best of our knowledge, not used in existing sentiment summarizers.

6 Conclusions and Future Work

When it comes to summarizing the sentiment conveyed by a piece of conversa-
tional text, we have shown that relatively long, opinionated fragments are good
candidates for inclusion in a summary. Additionally, our results indicate that in
our corpus of Dutch conversational documents, it is not so much the absolute
position of text fragments – e.g., fragments’ occurrence in an introduction or
conclusion – that distinguishes relevant from irrelevant fragments. Conversely, it
is rather the role sentiment-carrying fragments play – e.g., arguments supporting
the overall message, or fragments discussing different aspects of the topic – that
renders them useful in summaries reflecting the sentiment of a document.

In this light, we plan to validate our findings on other corpora and languages,
as well as to further investigate how we can account for structural features
(e.g., argumentation structures) and semantic features (e.g., distinct aspects of a
topic) of content when summarizing its conveyed sentiment. In future work, we
additionally aim to investigate the link between sentiment of relevant fragments
and sentiment of a text as a whole. Furthermore, we aim to find combinations of
sentences constituting a good summary. Last, we plan to implement our findings
and to assess different (weighted) combinations of features in order to improve
the state-of-the-art in sentiment summarization for conversational text.
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